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Prior Knowledge & Misspecified states

UCRL and OpT-PSRL assume communicating MDPs

= all states are reachable Plain OFU (e.g., UCRL) executed on @
= D < 400 regret: O (DSVISSAT) / O (D°VSAT)

Motivations

Truncated Upper-Confidence for Reinforcement Learning (TucrL)

» Learning in an unknown environment means to balance

e Exploration e Exploitation Should be enabled it at episode k&7 Explore or not?

» All theoretically-grounded approaches requires prior knowledge

e Does this transition s; — s4 exists? Is s4 € S.?

o S and ST # 0 is over-exploring (linear regret) 3 At episode k we know:

= This information is hard to get!

» This is about learning without prior _!

reasonable! but rarely verified in practice o SS C S may under-exploration (linear regret) Bu(s'|s,a) and [p(s'|s,a) — p(s']s, a)| < sas’

/
C e K
BREAKOUT EXAMPLE St _- —— — iy PR
: : ot ' C empirical mean confidence interval
o assume learning from images Empirical estimate of S

o "plausible” configurations of bricks, S/S = {3 cS | Z Ni(s,a) > O} U{s¢, } TUCRL idea:
ball and paddle — state space aC A, “guess” a lower bound p; to the trans. probabilities

Online Learning in MDPs

. starting state of episode k p(s']s, a) + sas’ op = s — ' FORBIDDEN $5

St,.: p;k

A\

N

Maximum probability given conf. interval

» Markov Decision Process M = {5, A,r,p}

TUCRL learns in weakly communicating or misspec-

= states: - —communicating set: there is a hole] | ified problems WITHOUT PRIOR KNOWLEDGE | |
. n / | A (p1)1 should be non-increasing!!
= actions: A — (A.).cq Vs, s € §%, dr : P (s —>s)>0 in the wall
reachable Wiy DOES TUCRL WORK?Y TUCRL ALGORITHM
= mean rewards: /(5. ) transient set: S¢N ST = (J initial state s; | o o |
— . / S1 = reconsiders transitions periodically (i.e., decrease py) For episode £ =1,2,...
= transition probabilities: p(s'|s,a) — avoid under-exploration
y . S ; . 0 . . — p— r :
= Possible next states: I'” = oqlax Ip(-[s;a)llo Problem: misspecified state! = exploits Bernstein confidence interval: 2 (Nionfldence set TECRL builds M {M (5, 4.7, p)
o o a€As o | - | no?(s']s. 0 p 7(s,a) € By i(s,a), p(-|s,a) € By x(s,a)} with:
» Optimality criterion: long-term average reward = In weakly communicating or misspecified problems (D = +o0) oas’ k ) I |
For any policy 7 € II°R(M) starting from s € S: UCRL and OpT-PSRL ~~ linear regret ’ Ni(s,a) Ni(s,a) By (s, a) ={p(|s,a): |p(-|s,a) —p(-|s,a)|: < Z sas)
/ /
- - - * — t observed S
T » REGAL.C and SCAL exploits the knowledge sps{hy;-} < H (5,a) = 5" no _ _
. 1 M — 2 -~ . . t / T / _
GAIN:  gps(s) = ng{l = T ZT(Staat) implicitly “removes” non-reachable states ~ gk =0 and p; =0 NpC]s,a) s Ni(s,a) > /te/sa = Vs € 5, pls']s,a) =0}
@)
L =1 _ able to learn in weakly comm. MDPs ~ /N’f_(s"f) <.
I | regret: O (H\/FSSAT) — fast shrinking ~ O(1/Ni(s, a)) 2. Planning: TUCRL solves (Mk,%k) = arg max{gy, }

BIAS: h7j,(s) :

ol B ; ({5t 00) = gir(s1))

= we set pr = O(SA/t) equivalent to removing MEM;, ,m
transitions s.t.:

Ni(s,a) > \/t/sA = p(s'|s,a) = 0,Vs’ € S},

A knowing H not easier than designing well-specified states

In weakly communicating MDPs: 3. Execution: of policy 7 in the true MDP

any optimal policy 7™ € arg max{g”(s)} has constant gain

T

*similar assumptions in Bayesian regret

» Learning problem: cumulative regret minimization

Numerical Experiments Regret of TucrL

T

The true M* is un- o, 6,000 TAax1 PROBLEM [Dietterich, 2000]
known, thus it is ¢ ARLT)=Tg" - ZTt(St, a) ap,r =2/3 1,400 ----SCAL ¢ =10 OpenAl gym implementation = misspecified states _ . : 2 ;
’ t=1 00 5,000 A(TUCRL,T) =0 | D VICSCAT + (D ) S5°A
Asm. 1 The initial state s; € S° o = | 107
! S 5 - == SCAL ¢ = 200
< 1,000 4,000 — 4| = TUCRL
» Diameter and Span: [Jaksch et al. 2010; Bartlett and Tewari, 2009] — *go Vil & UCRL » Adaptability to communicating part
o= oz 800 3,000 o i] D¢ := D% T°¢.=1% and S°
S . / ag, T = 1/3 QE) , e O
DS — max min |E, [T(s)|s] £ 600 “~ | 5 2 = Regret due to the early stage
5,8'€S | m:S—=P(A) ST = {51} % ol 2,000 :W ~ where TUCRL suffers linear regret
sps {h™} = max{h*(s)} — min{h™(s)} © s | —_—mm . . —
SES SES D = +o0 (weakly com.) 200 1,000 () Tt mmmrmmmmmmmmmmnnn . f M. iIs communicating
e D depends on all policies (global property) o UCRL linear regret ‘3 0 1 2 3 10 First term: same as UCRL
e sps{h”} on only 7" o SCAL logarithmic regret %0 02 04 06 08 1 12 14 ° Duration 7' Second term: bigger than UCRL by a factor $°/r¢
e sps{h™} < D (always) o TUCRL square-root regret Duration 1 107

In weakly communicating MDPs D = oo but sps {h™} < o
Exploration-Exploitation Dilemma with infinite diameter
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Begret upper-bound In communicating MDPs, UCRL achieves mic regret)
: No logarithmic regret without prior knowledge!
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